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The dynamics of electrons in the presence of a positive ion is considered for conditions of weak electron-
electron coupling but strong electron-ion coupling. The equilibrium electron density and the electric field time
correlation functions are evaluated for semiclassical conditions using a classical statistical mechanics with a
regularized electron-ion interaction for molecular dynamics simulation �MD�. Results are reported for the
autocorrelation function of the electron electric field at the ion for 0�Z�40, including conditions of strong
electron-ion coupling. The electron stopping power and self-diffusion coefficient are determined from these
results. Interpretation is provided by a theoretical analysis using the nonlinear Vlasov equation for the equi-
librium structure, and a corresponding linear Vlasov equation for time correlation functions. The agreement of
a simple mean field model with the semiclassical MD simulation is found to be quite good except for one state
condition.
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I. INTRODUCTION

The total electric field at a particle in a plasma determines
the dominant radiative and transport properties of that par-
ticle. The theory for the equilibrium distribution of fields at a
neutral or charged point is well developed �1�. The theory for
the dynamics of such fields is more complicated �2,3� and
some progress has been made recently in special cases. For
example, the field dynamics at a neutral point has been de-
scribed exactly in the Holtsmark limit �4� and in linear re-
sponse. The dynamical properties of fields due to positive
ions near a positive impurity have been given an accurate
approximate evaluation for a wide range of charge coupling,
relative charge numbers, and relative masses �5,6�. The cor-
responding study of negative charges �electrons� at a positive
ion has been considered more recently only for the simplest
case of a single ion of charge number Z in a semiclassical
electron gas �7–9�. In this case, the attractive interaction be-
tween the electrons and ions emphasizes further the nonlin-
ear dependence on Z. The static properties �electron charge
density, electron microfield distribution� have been discussed
in some detail for this case elsewhere �7�. Time independent
microfield distributions for a two component electron-ion
plasma have been considered recently as well �10�. Here,
attention is focused on the dynamics via the equilibrium
electron electric field autocorrelation function. This case of
electron fields at a positive ion is qualitatively different from
same sign ion fields, since in the former case electrons are
attracted to the ion leading to strong electron-ion coupling
for the enhanced close configurations. A preliminary report
of this work has been given in Ref. �9�, and is extended here
to additional state conditions �both weaker and stronger cou-
pling conditions�, a theoretical description, and further dis-
cussion of observed results.

It is difficult a priori to predict even the qualitative fea-
tures of the field autocorrelation functions due to the inherent
strong electron-ion coupling, and there is no phenomenology
for guidance. Consequently, initial analysis here has been
based on MD simulation of the correlation functions fol-
lowed by an attempt to model and interpret the observed
results. However, MD simulation for the electrons is limited
to classical mechanics, while the singular attractive electron-
ion interaction inherently requires a quantum mechanical de-
scription. This difficulty is circumvented by modifying the
electron-ion Coulomb potential at short distances to repre-
sent quantum diffraction effects. The conditions for validity
and limitations of this classical model have been discussed
extensively elsewhere �11�. The details of the MD method
also have been described elsewhere �7� and will not be re-
peated here. There is a growing recent literature on the re-
lated MD studies of two-component classical models of a
hydrogen plasma �10,12,13� at stronger electron-electron
coupling values, but restricted to Z=1. Thus the main new
feature studied here is the dependence of structure and dy-
namics on charge number Z.

The most important dimensionless parameters are the
electron-electron coupling constant �=e2 /r0kBT, and the ion-
electron coupling constant �=Z� /�. The former is the aver-
age potential energy for a pair of electrons at the average
separation �4�ner0

3 /3=1� relative to the kinetic energy. The
latter coupling constant is the potential energy of an electron
at the ion of charge number Z relative to its kinetic energy.
This depends on the quantum regularization length �, taken
here to be the de Broglie wavelength relative to the average
electron separation, �= �2��2 /mekBTr0

2�1/2. The electron cou-
pling considered is ��0.5, so electron-electron interactions
can be considered as weak �but not negligible�. In contrast,
strong electron-ion coupling is included with 0.5���10.
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The potentials and state conditions are defined further in
the next section and the MD simulation of the electric field
due to all electrons at the ion is described briefly. In particu-
lar, the occurrence of close, orbiting trajectories is noted for
larger values of �. The primary derived property to charac-
terize the dynamics is the autocorrelation function of this
field. The primary observations from this function for in-
creasing electron-ion coupling are: �1� an increase in the ini-
tial value �the field covariance�, �2� a decrease in the corre-
lation time, and �3� the appearance of an increasing
anticorrelation at intermediate times. It is noted that several
physical properties are determined from the time integral of
the autocorrelation function �e.g., stopping power, friction
and diffusion coefficients, spectral line widths�. The integrals
obtained from the MD simulation data show a decrease in
value as a function of �, indicating that the dynamical effects
�2� and �3� above dominate the static correlation effect �1�.

To interpret these results, particularly the dynamical ef-
fects, a kinetic theory is considered. Since � is small the
kinetic equation for the electron reduced distribution func-
tion becomes the nonlinear Vlasov equation in the presence
of the external ion potential. For the equilibrium state �elec-
tron excess density around the ion� this equation gives the
nonlinear Boltzmann-Poisson equation, whose solution is in
good agreement with the MD simulation results �7�.

The field autocorrelation function is determined from the
linearized Vlasov equation �linear perturbations of the equi-
librium state, but still nonlinear in the electron-ion interac-
tion�. The results are a composition of correlated initial con-
ditions, single electron trajectories in an effective potential
about the ion, and dynamical collective screening by the in-
homogeneous electron distribution about the ion. It is as-
sumed that the most important features are the initial corre-
lations and mean field single particle trajectories leading to a
practical approximation. This theoretical analysis of the elec-
tric field autocorrelation function shows reasonable agree-
ment with the results from MD simulation. In particular, the
simple mean field approximation reproduces all of the above
qualitative features �1�–�3�. Furthermore, its simplicity al-
lows a physical interpretation of those results consistent with
observations from MD simulation.

In the low velocity limit, and for large ion mass, the stop-
ping power is proportional to the time integral of the field
autocorrelation function �14,15�. Linear response predicts a
dominant Z2 dependence for these properties. Significant de-
viations from this Z2 dependence are observed at strong cou-
pling and have been the focus of attention in recent years
�16�. The results here show these deviations come from a
competition between the increase of the integral due to �1�
above and the decrease due to �2� and �3�. MD simulation
shows that the latter two dynamical effects dominate the
former static effect. The simple mean field model provides
the missing interpretation for �2� and �3�.

This same integral of the field autocorrelation function
determines the half width for spectral lines from ion radiators
due to perturbations by electrons in the fast fluctuation limit
�17�. An application of MD simulation similar to this atomic
physics problem has been carried out and promises to pro-
vide an additional experimental probe for the dynamics of
charges near an ion �18,19�.

The MD results are provided in the next section. The ki-
netic theory and mean field approximation are given in Secs.
III and IV, and compared to the MD results. Application to
the stopping power is presented in Sec. V. Finally, a discus-
sion and summary are provided in the last two sections.

II. MD SIMULATION RESULTS

The classical system considered consists of Ne electrons
with charge −e, an infinitely massive positive ion with
charge Ze placed at the origin, and a rigid uniform positive
background for overall charge neutrality contained in a large
volume V. The Hamiltonian has the form

H = �
�=1

Ne � p�
2

2m
+ Vei�r�� + Veb�r��� +

1

2�
�,	

Ne

Vee��r� − r	�� ,

�1�

where Vee��r�−r	 � � is the Coulomb interaction for electrons
� and 	, Vei�r�� is the regularized electron-ion interaction for
electron � with the ion, and Veb�r�� is the Coulomb interac-
tion for electron � with the uniform neutralizing background

Vee��r� − r	�� =
e2

�r� − r	�
, Vei�r�� = − Ze2 �1 − e−r�/r0��

r�

,

�2�

Veb�r�� = − �1 −
Z

Ne
�ne	 drVee��r� − r�� . �3�

Note that due to symmetry of the cubic cells, the neutralizing
background does not affect particle motion in MD simula-
tions. For values of r /r0
� the potential Vei�r� becomes
Coulomb, while for r�� the Coulomb singularity is re-
moved and �Vei�r�→−�Ze2 /r0�=−Z� /�=−�. This is the
simplest phenomenological form representing the short range
effects of the uncertainty principle �20�. In principle, there
should be a similar regularization of the electron-electron
interaction, but since that interaction is repulsive, configura-
tions with a pair of electrons within a thermal de Broglie
wavelength are rare. For simplicity, therefore, the electron-
electron interaction is taken to be Coulomb. In all of the
following the electron-electron coupling �weak� is measured
by � while that for the electron-ion coupling �possibly
strong� is measured by �. The three state conditions consid-
ered are shown in the following table:

n �cm−3� T �K� � � �

11019 2105 0.029 0.5Z 0.058

2.51022 7.9105 0.1 0.25Z 0.4

3.21018 7.9103 0.5 2.5Z 0.2

A. Electron density

The most important structural property for this system is
the nonuniform electron distribution about the impurity ion.
It can be expressed in terms of a Boltzmann factor with an
effective electron-ion potential
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ne�r� 
 nee
−�Uei�r�. �4�

For the conditions of weak electron-electron coupling Uei�r�
obeys the nonlinear integral equation

Uei�r� = Vie�r� + nee
2	 dr�

1

�r − r��
�e−�Uei�r�� − 1� . �5�

This is an integral form of the Boltzmann-Poisson equation
for the regularized electron-ion potential �see the kinetic
theory section below�. The second term provides the nonlin-
ear strong coupling effects of the electron-ion interactions. It
is worth noting that although the electron-electron coupling
is weak, the strong ion-electron effects are mediated by the
electron-electron interaction of this second term. The predic-
tions for a free electron gas interacting with an ion are quite
different from those given below.

The numerical solutions to Eq. �5� and its relationship to
the hypernetted chain �HNC� integral equation �21� at stron-
ger electron coupling have been discussed in Ref. �7�. At the
weak electron-electron coupling considered here these equa-
tions are the same as the HNC equations, and their solution
in the following will be referred to as the HNC result. An
important observation in Ref. �7� is that the numerical solu-
tion is well represented by the Debye form

Uei�r�� =
− Z̄e2

�1 − ��/�̄�2�

1

r
�e−r/r0�̄ − e−r/r0�� , �6�

where the effective charge number Z̄ and screening length �̄
are fitting parameters. In the weak coupling domain these
become the actual charge number and the Debye screening
length and this form is exact. More generally, it is only an

approximation and the best choices for Z̄ , �̄ are different
from Z, � at strong coupling. This approximation for ne�r�
will be referred to as the nonlinear Debye-Huckel �NLDH�
approximation. Figure 1 illustrates the results from MD
simulation and their fitting by the nonlinear Debye form and
the solution to Eq. �5� for the case Z=8, �=0.1, and �=0.4.
The agreement is quite good, providing a simple, physical

interpretation of the MD results. Finally, the linear Debye-
Huckel �LDH� form is shown to indicate that nonlinear ef-
fects are clearly significant. Similar results are obtained for
the other values of Z discussed below. A more complete dis-
cussion of the structural results from MD is given in Ref. �7�.

B. Electric field dynamics

The application of standard MD simulation methods using
the semiclassical electron-ion potential is somewhat more
complex than for the usual classical fluids with short range
repulsive interactions. Although finite at short distances the
attractive electron-ion potential allows bound and metastable
states for electrons orbiting around the ion over extended
periods. For most properties, e.g., the electron density above,
this is not a severe problem except at low temperatures.
However, the interest here is in electric field dynamics,
which is very sensitive to close electron-ion configurations.

The total electric field at the impurity ion due to all elec-
trons is given by

E =
1

Ze
�
�=1

Ne

�r�
Vei�r�� = �

�=1

Ne

e�r�� , �7�

e�r�� = e
r̂�

r�
2 �1 − �1 +

r�

r0�
�e−r�/r0�� . �8�

Figure 2 shows an example of one component of the electric
field for Z=20, �=0.1, and �=0.4, corresponding to the
strong coupling condition of �=5. For such conditions the
electric field develops strong oscillations that are rather co-
herent over times large compared to the characteristic inverse
plasma frequency. Evidently, this is due to a few electrons
executing quasibound trajectories due to the strong attraction
of the impurity, as illustrated in Fig. 3. On a still longer time
scale, these oscillating fields break up and new ones appear.
The MD simulations must be performed on a time scale long
enough to sample the entire ensemble of such oscillatory
configurations. At very strong coupling �beyond the range

FIG. 1. Electron density excess around an ion of charge number
Z=8.

FIG. 2. x component of the electric field for �=5.
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considered here�, the oscillations persist on very long time
scales, prohibiting a proper statistical analysis of the simula-
tion data. The protocol for control of such anomalous states
with quasibound dynamical states has been described in Ref.
�7� and will not be repeated here.

To explore the dynamics of the electrons in more detail
attention is limited to the electric field autocorrelation func-
tion defined by

C�t� =
r0

4

e2 E�t� · E� . �9�

The brackets denote an equilibrium Gibbs ensemble average.
Consider first the initial value C�0�. It is shown in Appendix
A that it can be determined from the effective potential in
Eq. �5� according to

C�0� =
r0

4

e2 	 drne�r�emf�r� · e�r� , �10�

emf�r� = −
1

�Ze
� ln ne�r� .

Figure 4 shows the initial field fluctuations C�0� as a func-
tion of Z, at �=0.1, �=0.25Z, and at �=0.5, �=2.5Z calcu-
lated using ne�r� from Eqs. �4� and �5� in comparison with
the results from MD simulation. The agreement is quite
good, both showing a strong Z dependence due to the in-
creasing electron charge density near the impurity for larger
Z. The results for the third coupling condition, �=0.5Z, are
discussed in the final section.

The dynamics of the field autocorrelation function is
shown for �=0.1, �=0.25Z in Fig. 5. The electron-ion cou-
pling ranges from �=1 to �=10. There are two qualitative
features to note. The first is a characteristic time for relax-
ation that decreases with increasing coupling, and the second
is the development of an anticorrelation that increases with
increasing coupling. Figures 6 and 7 show the corresponding
results for the other two cases ��=2.5Z, Z=1,2 ,3 ,4 ,6 ,10�
and �=0.5Z, Z=1,3 ,5 ,8. The strongest coupling case of
Fig. 6 shows large anticorrelation for all Z. It should be noted

that this last case is somewhat unrealistic since the equilib-
rium population of ions at such strong coupling is extremely
small. In the weaker coupling cases of Fig. 7 the decreasing
relaxation time is evident but the anticorrelation is significant
only for the Z=8 curve.

The area under the curves is related to transport proper-
ties, as indicated below, and results from a competition be-
tween these two features and the increasing initial correla-
tions. The effects of shortening decay time and
anticorrelation dominate to decrease the area as indicated in
Fig. 8. These effects are greater for stronger coupling, with
significant anticorrelation occurring for Z�4.

III. KINETIC THEORY

To interpret the qualitative features of C�t� identified in
the above simulations and to identify their underlying
mechanisms, it is useful to have a corresponding theoretical

FIG. 3. Example of a single electron trajectory around the ion;
same conditions as Fig. 2.

FIG. 4. Initial value for the electric field autocorrelation
function.

FIG. 5. Field autocorrelation function at �=0.25Z.
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model. This is provided by kinetic theory for weakly coupled
electrons in the presence of an ion. The distribution function
for the electrons is denoted by f�r ,v ; t�. It is normalized such
that integration over all velocities and the volume of the
system equals Ne, and obeys the exact first BBGKY �Born,
Bogoliubov, Green, Kirkwood, Yvon� hierarchy equation
�22�,

��t + v · �r − me
−1��r�Vei�r� + Veb�r��� · �v�f�r,v;t�

= me
−1	 dr2dv2��rVee�r − r2�� · �vf �2��r,v;r2,v2;t� .

�11�

Here f �2��r ,v ;r2 ,v2 ; t� is the joint distribution function for
two electrons. At weak coupling ���1� the electron distri-
butions are approximately independent and
f �2��r ,v ;r2 ,v2 ; t�→ f�r ,v ; t�f�r2 ,v2 ; t�. Then Eq. �11� be-
comes the nonlinear Vlasov equation,

��t + v · �r − me
−1��r�Vei�r��� · �v�f�r,v;t�

= me
−1��vf�r,v;t�� · �r	 dr2Vee�r − r2��n�r2,t� ,

�12�

where �n�r , t� is the deviation of the electron density from
the rigid uniform positive background

�n�r,t� = n�r,t� − �1 −
Z

Ne
�ne, n�r,t� =	 dvf�r,v;t� .

�13�

Note that this approximation does not imply weak electron-
ion coupling and so it is applicable for the range of Z con-
sidered in the simulations. The stationary solution is given by
a Maxwellian velocity distribution times the density ne�r� in
Eqs. �4� and �5�.

The left side of Eq. �12� describes the single electron
motion in the presence of the ion at the origin. Since the
charge number can be large, the electron ion coupling can be
large. The right side of this equation describes the correlation
effects due to interactions among the electrons, which are
weak for hot, dense matter. However, these weak correlations
depend nonlinearly on the distribution function so that the
content of this equation and its solutions can be quite rich
and complex.

It is shown in Appendix B that the time dependence of
C�t� in the weak coupling limit can be written as

C�t� =	 drdve�r� · ��r,v,t� , �14�

where ��r ,v , t� obeys the linear Vlasov equation

FIG. 6. Field autocorrelation function at �=2.5Z.

FIG. 7. Field autocorrelation function at �=0.5Z.

FIG. 8. Time integral of C�t� as a function of Z.
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��t + L���r,v;t� = − �fe�r,v�v · �r	 dr2Vee�r − r2�

	 dv2��r2,v2,t� . �15�

The associated initial condition is

��r,v,t = 0� = emf�r�fe�r,v�, emf�r� =
1

Ze
� Uei�r� ,

�16�

where Uei�r� is the effective potential associated with the
number density in Eq. �4� above. The linear operator L is the
generator for single electron dynamics in this effective po-
tential Uei�r�,

L = v · �r − me
−1��r�Uei�r��� · �v. �17�

The equilibrium distribution is stationary under this operator,
Lfe�r ,v�=0. In addition to this effective single particle dy-
namics, all dynamical many-electron effects are contained in
the term on the right side of Eq. �15�. The details of the
formal solution to this kinetic equation for the correlation
function are given in Appendix C with the result

C�t� = 	
0

t

dt�	 drdvfe�r,v�es�r;t��emf�r�t − t��� . �18�

The field e�r�t− t��� is given by Eq. �8� with the initial posi-
tion shifted to r�t− t�� according to the effective single par-
ticle dynamics generated by L, using the initial conditions
r ,v. The other field es�r ; t�� is a dynamically screened field

es�r;t� = �2��−3	 dke−ik·rẽs�k,t� , �19�

ẽs�k,t� =	 dk�ẽ�k���−1�k�,k,t� ,

where ẽ�k�� is the Fourier transform of Eq. �8�, and the di-
electric function is defined by

��k,k�,t� = �2��3��k − k�� + ��k,k�,t�Ṽee�k�� , �20�

��k,k�,t� = �
d

dt
	 drdvfe�r,v�eik·re−ik�·r�t�. �21�

For Z=0 this is the familiar classical random phase approxi-
mation for a uniform electron gas, diagonal in k ,k�. More
generally, the Z dependence leads to a nonuniform electron
density near the ion and the polarization function ��k ,k� , t�
depends on the details of this distribution. It vanishes at t
=0 indicating no initial screening, ��k ,k� , t=0�=0. At later
times the polarization function is nonzero giving a space and
time dependent additional screening. Further simplification
of this result for practical evaluation is discussed below.

IV. EFFECTIVE SINGLE PARTICLE MODEL

To calculate the correlation function and identify the
mechanisms for the decay time and correlation, it might be

supposed that the single nearest electron dominates since its
field is greatest. Figure 9 shows this nearest neighbor contri-
bution from MD for the same conditions of Fig. 5. Clearly,
the nearest neighbor field autocorrelation function has the
same qualitative Z dependence as the total correlation func-
tion with respect to the decreasing decay time and increasing
anticorrelation. The quantitative values are wrong �both am-
plitude and time scale�, however, suggesting that contribu-
tions from other electrons are important as well. To explore
this in more detail, the result from the Vlasov equation given
by Eq. �18� can be used. It requires evaluation of the dynami-
cally screened field es�r ; t�, although the screening at short
times vanishes. The correlation function is then effectively
that for a single particle moving in the self-consistent poten-
tial �5�, averaged over the initial equilibrium distribution of
electrons about the ion. Thus it is similar to the nearest
neighbor approximation but extends it to include all elec-
trons, providing the correct initial correlations and the corre-
lations of the mean field for the dynamics. If the additional
dynamical screening is neglected for all relevant times, i.e.,

es�r;t� → ��t�e�r� , �22�

then Eq. �18� becomes

C�t� →	 drdvfe�r,v�e�r�emf�r�t�� . �23�

Comparison with Eq. �10� shows that this approximation is
exact for C�0�. For practical purposes, this approximation for
C�t� has been evaluated using the analytic nonlinear Debye
form �6� fitted to the HNC results for the electron density.
The dynamics for this effective single particle model are
shown in Figs. 10 and 11 for C�t� /C�0� at �=0.1 and �
=0.25Z.

The agreement of this simple theory with MD simulation
is quite reasonable and provides a means to interpret the
simulation results �some of the differences are due to the

FIG. 9. Nearest neighbor field autocorrelation function for
strong coupling.
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subjective fitting of the nonlinear Debye form�. The initial
position and velocity of an electron are sampled from the
equilibrium distribution fe�r ,v� which favors electrons close
to the ion and hence large fields. Since the force on the
electron is also large, its initial acceleration will be large.
This is the source of the short decay time. Consider the case
of an energetic electron near the ion. If its velocity is directed
away from the ion it will move to larger distances and the
field will decrease with a positive component along the ini-
tial field. In contrast, if its initial velocity is toward the ion it
will move past the ion with a change in the direction of its
field relative to the initial value. This is a source for anticor-
relation. For less energetic electrons, the trajectories are
bound and there is continual correlation and anticorrelation
as the correlation function decays in magnitude due to phase
averaging. Both the increase in initial correlation and the
field reversal effects should increase as the charge on the ion
increases, and this is what is observed. At weaker electron-
ion coupling both effects are diminished and blurred as the

relevant configurations are more distant, the fields are
weaker, and the accelerations smaller. This is already evident
in the nearest neighbor results of Fig. 9.

The simple model of Eq. �23� appears better at larger
values of Z where the single particle motion is expected to
dominate. For smaller values of Z the agreement at short
times is still good, but more significant differences occur
after the first initial decrease. Presumably, this is due to the
dynamical screening effects in es�r ; t� that have been ne-
glected. As noted above, the results are also somewhat sen-

sitive to the choice of parameters Z̄ , �̄ used in fitting the
nonlinear Debye-Huckel form for fe�r ,v�. Fits emphasizing
short or intermediate distances change slightly the point at
which anticorrelation sets in and its amplitude. The primary
criterion used here was a globally good visual fit and a good
resulting value for the initial condition C�0�.

V. STOPPING POWER, FRICTION, AND SELF-DIFFUSION

Emphasis here has been placed on the electric field auto-
correlation function as a sensitive measure of electron prop-
erties near the ion. This function is also of interest because of
its connection to transport and radiative properties of the ion.
Specifically, for the case of an infinitely massive ion consid-
ered here there are exact relationships between transport co-
efficients characterizing three physically different phenom-
ena: �1� the low velocity stopping power S for a particle
injected in the electron gas, �2� the friction coefficient � for
the resistance to a particle being pulled through the gas, and
�3� the self-diffusion coefficient D of a particle at equilib-
rium with the gas �15�,

�m0� = ��D�−1 =
S�v�

v
�

v=0
= �Z2r0

−4	
0

�

dtC�t� . �24�

Finally, the time integral of C�t� also provides the fast fluc-
tuation limit �impact� for the spectral linewidth of ionic ra-
diators broadened by electrons �23�. Clearly, a better under-
standing of the mechanisms controlling the electric field
autocorrelation function is of interest in several different
contexts.

This Green-Kubo representation �24� allows a determina-
tion of these transport properties from an equilibrium MD
simulation, as described above. In contrast, previous simula-
tions of stopping power have studied the nonequilibrium
state of the injected particle, measuring directly the energy
degradation �16�. At asymptotically weak coupling, these
properties have a dominant Z2 dependence, as C�t� becomes
independent of Z. An interesting result of the previous simu-
lations �16�, and some experiments �24�, was the observation
of a weaker Z dependence at strong coupling. This behavior
is somewhat puzzling in light of the strong growth of the
initial value C�0� at large Z �see Fig. 4�, suggesting an en-
hanced dependence on Z. However, as Fig. 8 shows clearly
the competing effects of decreasing correlation time and a
developing time interval of anticorrelation dominate at
strong coupling to decrease the time integral. Figure 12
shows the dimensionless stopping power as a function of Z
for the case �=0.1 and �=0.25Z. Also shown is the Born

FIG. 10. Comparison of C�t� from MD with results from mean
field kinetic theory for Z=4,8.

FIG. 11. Same as Fig. 10 for Z=20,30,40.
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approximation 0.83Z2, where the coefficient has been deter-
mined by the data for small Z. The MD data has been fit to a
crossover function

�S�v�
v
�

v=0
→

0.83Z2

1 + 0.008Z1/2 . �25�

This form has been chosen since it implies the stopping
power goes as Z3/2 at extreme coupling, which is consistent
with the earlier results �16,24�. However, other fits to the
data here are possible as well. The predictions of the simple
effective single particle theory also are shown in Fig. 12.

Similar results are obtained for the other coupling cases.
Figure 13 shows the stopping power for the strongest cou-
pling case of �=0.5 and �=2.5Z. The Born approximation is
determined from the Z=1 data and found to be 1.52Z2. The
deviations from the Born approximation are much greater
now, as expected. The weaker electron-electron coupling
case of �=0.029 and �=0.5Z is shown in Fig. 14, where the
Born approximation 1.88Z2 is again determined by the Z=1

value. As expected the Born approximation is quite good at
weak coupling, although some deviation is seen at Z=8. This
is consistent with an estimate from all cases that strong cou-
pling effects occur for Z��4. It will be shown in the fol-
lowing section that the quite good agreement observed be-
tween theory and MD in Fig. 14 results from a balance
between covariance and anticorrelation in the autocorrelation
function integration.

VI. DISCUSSION

The electric field autocorrelation function is an interesting
probe for electron dynamics in the presence of a positive ion
since it is sensitive to the enhanced electron density near the
ion. The simple theoretical model given above provides a
means to interpret the MD simulation data for the beginnings
of a phenomenological understanding of electron dynamics
near a positive ion. The initial correlation for the electric
field C�0� increases with Z as the equilibrium distribution of
electrons is enhanced near the ion with configurations corre-
sponding to larger fields. The latter is well described by the
nonlinear Debye-Huckel form given by Eq. �4� with Eq. �6�.
The initial decay of C�t� is essentially the decorrelation time
for a “most probable” electron near the ion. This most prob-
able distance can be estimated from the maximum of the
Debye distribution P�r�=4�r2ne�r� /ne
4�r2e−�Uei�r� to give
r /r0�� for strong coupling. The correlation time is then
approximately the time to accelerate this electron to the po-
sition of the ion, tc��r0� /��m��1 /Z�. The first factor
r0� /��m is the time for an electron with the thermal velocity
to cross a sphere of the size of the thermal de Broglie diam-
eter. The second factor gives the dominant Z dependence tc

��1 /Z. As the electron continues past the ion its accelera-
tion changes sign as it is attracted to the ion with a field
opposite that of the original field. This is the source of the
dominant anticorrelation.

The self-diffusion coefficient, stopping power, friction co-
efficient, and width of spectral lines are proportional to the
integral of C�t�. At Z=0 this is the field autocorrelation func-

FIG. 12. Stopping power relative to the speed at zero speed, Eq.
�24�, at strong coupling. Also shown are the Born approximation
and the results of the kinetic theory.

FIG. 13. Same as Fig. 12 at very strong coupling.

FIG. 14. Same as Fig. 12 at moderate coupling.
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tion at a neutral point and is independent of Z, depending
only on the electron-electron coupling. As Z increases the
electron distribution becomes nonuniform about the ion and
C�0� increases. At the same time tc decreases. For small Z
these two effects become negligible, as seen in Fig. 7 for the
case of �=0.5Z and Z�5. As Z increases, or more precisely
as � increases, the domain of anticorrelation appears and
begins to dominate the decrease in the integral of C�t�. These
basic mechanisms are captured by the mean field description
based on the Vlasov equation for the one particle electron
distribution. The relevant correlations contained in this de-
scription are those of the equilibrium electron distribution
about the ion, also described well by the stationary solution
to the Vlasov equation.

This analysis provides a new picture for the decrease of
stopping power with increasing Z, relative to the Born ap-
proximation. The stopping power is proportional to Z2 times
the time integral of C�t�, which is essentially the total cross
section for all the electrons and the ion. The decrease to-
wards a Z3/2 dependence at strong coupling observed earlier
�16� is seen to be due to the effects just described. However,
the precise dependence on Z may be more complicated as the
coupling increases. The extensive discussion of Ref. �16� ex-
poses a number of sources for the deviations from the Born
approximation observed in those simulations. A detailed
comparison with the results obtained there has not been
made as each represents a different classical model for the
real quantum system, and different states were simulated
�equilibrium or nonequilibrium�. While the physical effects
being modeled are the same in both cases, somewhat differ-
ent treatments of the short distance screening and extrapola-
tion to linear stopping make quantitative comparisons inap-
propriate and without any clear means to interpret any
differences. Instead, the work here focuses on identifying
mechanisms behind the observed qualitative behavior for a
reasonable model and indeed agreement with the earlier
work in �16� is found at that level.

Similarly, these same results provide clear evidence for
the effects of electron-electron and electron-ion correlations
on the shape of spectral lines �18,19�. It is expected that
analogous experimental puzzles regarding the Z dependence
of the half width �25� could be clarified through theoretical
and MD simulation as described here.

In closing this section, an unexpected and unresolved dis-
crepancy between MD simulation and the theory is dis-
cussed. This occurs for the weakest electron-electron cou-
pling condition of �=0.029. Figure 15 shows a comparison
of C�t� /C�0� from theory and simulation, with good agree-
ment at Z=1 and no agreement at Z=8. The latter corre-
sponds to a strong coupling condition of �=4, but this value
at �=0.1 and �=0.5 shows good agreement between theory
and simulation. A similar strong disagreement between
theory and simulation is found for C�0� at �=0.029 as
shown in Fig. 16. This identifies the source of the problem as
being the electron density, since C�0� is entirely determined
by that density �see Eq. �10��. Furthermore, the discrepancy
appears to be due to differences for positions near the ion.
This is illustrated by the distribution for electric fields shown
in Fig. 17 for �=0.029 and Z=8, where the theory is seen to
predict an enhancement of large fields �short distances� rela-

tive to the simulations. In most of the above discussion only
the two coupling parameters � and � have been emphasized,
but there is an additional independent parameter � as well.
As noted above, r /r0�� is the most probable position for an
electron. The discrepancies between theory and simulation
occur for the smallest value of �=0.06 considered, and there-
fore the case with closest approach of the electrons to the
ion. However, since the electron-electron coupling is weakest
as well, the theory might be thought to be most reliable. For
these weak coupling conditions, Eqs. �4� and �5� are equiva-
lent to the well-known HNC integral equation �21�. The ob-
servations of Figs. 15–17 suggest that the basis for this
theory should be revisited in the case of opposite sign
charges with strong short distance coupling.

FIG. 15. Comparison of C�t� from MD with results from mean
field kinetic theory for Z=1,8.

FIG. 16. Covariance as a function of Z at �=0.029.
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VII. SUMMARY

The objective here has been to explore the dynamics of
electrons near a positive ion as a function of the charge num-
ber on the ion, or more precisely, as a function of the
electron-ion coupling �=Z� /�. A primary mathematical tool
for this investigation has been molecular dynamics simula-
tion, requiring a semiclassical regularization of the Coulomb
potential at short distances. Under the hot, dense matter con-
ditions needed to support large Z ions the electron coupling
can be quite weak. An accurate theoretical description is then
given by the nonlinear Vlasov kinetic equation for the elec-
trons �with the qualifications of the last paragraph above�.
The MD simulation reveals an interesting structure for the
electric field autocorrelation function. At the weakest
electron-electron coupling considered there is a rapid initial
decay followed by an asymptotic domain of weak anticorre-
lation. The time scale for the initial decay decreases with
increasing Z but does not depend strongly on Z as long as the
electron-ion coupling stays weak. This is illustrated in Fig. 7.
Figures 5 and 6 show a quite different behavior at strong
electron-ion coupling where the initial decay time shortens
and the anticorrelation becomes prominent on the same time
scale. This qualitative behavior is also characteristic of the
single electron dynamics of the nearest neighbor. A quantita-
tive description is provided by the Vlasov kinetic theory with
the exact initial condition for the distribution of electrons
about the ion, including strong electron-ion correlations me-
diated by weak electron-electron interactions. The mean field
dynamics is that of effective single electron trajectories, cal-
culated for the same effective potential as that for the initial
correlations, and averaged over an ensemble of these initial
states. The agreement between theory and simulation is gen-
erally quite reasonable. However, a discrepancy for the
weakest electron-electron coupling �smallest �� at large Z
remains unresolved.
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APPENDIX A: EVALUATION OF THE FIELD
COVARIANCE

The dimensionless electric field covariance is defined by

C�0� =
r0

4

e2 E · E� , �A1�

with

E = �
�=1

Ne

e�r� − r0� . �A2�

Here r0 denotes the position of the ion, chosen to be the
origin in the following. The equilibrium average can be cal-
culated directly in terms of the one and two electron charge
densities

C�0� =
r0

4

e2 	 dre�r� · �ne�r�e�r� +	 dr�ne�r,r��e�r��� ,

�A3�

with the definitions

ne�r1� = N
	 dr2 ¯ drNe−�U

	 dr1 ¯ drNe−�U

, �A4�

ne�r1,r2�=N�N−1��dr3¯drNe−�U�dr1¯drNe−�U,where
U is the total kinetic energy and T=1 /kB� is the temperature.

C�0� = −
r0

4

Ze3 �r0
Uie · E� =

r0
4

�Ze3

	 dr1 ¯ drN��r0
e−�U� · E

	 dr1 ¯ drNe−�U

=
r0

4

�Ze3 	 dr1��r0
ne��r1 − r0��� · e�r1 − r0�

= −
r0

4

�Ze3 	 dr��ne�r�� · e�r� . �A5�

Two forms of this last expression are useful in practice.

C�0� =
r0

4

�Ze3 	 dr�ne�r� − ne�� · e�r� , �A6�

and

C�0� =
r0

4

e2 	 drne�r��−
1

�Ze
� ln ne�r�� · e�r�

=
r0

4

e2 	 drne�r�emf�r� · e�r� . �A7�

FIG. 17. Electric field distributions as a function of the field.
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To obtain Eq. �A6� the boundary condition ne���=ne has
been used, and in the last equality of Eq. �A7� the mean force
field has been introduced by

emf�r� = −
1

�Ze
� ln ne�r� . �A8�

Finally, a comparison of Eqs. �A3� and �A7� gives the alter-
native expression for this field,

emf�r� = e�r� +
1

ne�r� 	 dr�ne�r,r��e�r�� . �A9�

APPENDIX B: KINETIC EQUATION FOR CORRELATION
FUNCTIONS

In this Appendix the evaluation of the field autocorrela-
tion function by kinetic theory, and the basis for the approxi-
mation �14�, are briefly described. First, the correlation func-
tion is formally rewritten as

C�t� =
r0

4

e2 E�t� · E� =
r0

4

e2 	 dr1dv1 ¯ drNdvNE · E�− t��e

=
r0

4

e2 	 dr1dv1e�r1�N ·	 dr2dv2 ¯ drNdvNE�− t��e

=
r0

4

e2 	 dr1dv1e�r1� · ��r1,v1;t� , �B1�

where �e is the equilibrium Gibbs ensemble and e�r�� is the
single particle field of Eq. �8�. The integrations over degrees
of freedom 2¯N in the second equality define a reduced
function ��r1 ,v1 ; t�, which is the first member of a set of
such functions

��s��r1,v1; ¯ rs,vs;t� = Ns	 drs+1dvs+1 ¯ drNdvNE�− t��e.

�B2�

It is straightforward to verify that these functions satisfy the
BBGKY hierarchy, whose first equation is formally the same
as Eq. �11�,

��t + v · �r − me
−1��r�Vei�r� + Veb�r��� · �v���r1,v1;t�

= me
−1	 dr2dv2��rVee�r − r2�� · �v��2��r,v;r2,v2;t� .

�B3�

However, in contrast to the distribution functions in Eq. �11�
the functional relationship of ��2� to � is linear. To see this,
consider first the initial conditions which are found to be

��r1,v1;t = 0� = fe�r1,v1�e�r1� +	 dr2dv2fe
�2�

�r1,v1;r2,v2�e�r2� , �B4�

or, equivalently,

e�r1� =
1

fe�r1,v1����r1,v1;t = 0� −	 dr2dv2fe
�2�

�r1,v1;r2,v2�e�r2�� . �B5�

Next, this is substituted into the expression for
��2��r1 ,v1 ;r2 ,v2 ; t=0�,

��2��r1,v1;r2,v2;t = 0� = fe
�2��r1,v1;r2,v2��e�r1� + e�r2��

+ n	 dr3dv3fe
�3��r1,v1;r2,v2;r3,v3�e�r3�

= fe
�2��r1,v1;r2,v2����r1,v1;0�

fe�r1,v1�

+
��r2,v2;0�
fe�r2,v2� � + n	 dr3dv3he

�3�

�r1,v1;r2,v2;r3,v3�e�r3� . �B6�

Here, fe
�s� are the equilibrium s-particle reduced distribution

functions associated with the Gibbs ensemble and he
�3� is the

equilibrium correlation function for three electrons in the
presence of the ion

he
�3��r1,v1;r2,v2;r3,v3;t�

= fe
�3��r1,v1;r2,v2;r3,v3� − fe

�2��r1,v1;r2,v2�
1

fe�r1,v1�
fe

�2�

�r1,v1;r3,v3� − fe
�2��r1,v1;r2,v2�

1

fe�r2,v2�
fe

�2�

�r2,v2;r3,v3� . �B7�

The linear functional relationship between ��2� to � at t=0 is
now evident.

��2��r1,v1;r2,v2;0� = fe
�2��r1,v1;r2,v2;t�

���r1,v1;0�
fe�r1,v1�

+
��r2,v2;0�
fe�r2,v2� �

+ 3 electron correlations. �B8�

Recognizing this linear relationship, the basic approxima-
tion for weak coupling among the electrons is to neglect all
of their correlations at all times, i.e., extend Eq. �B8� to

��2��r1,v1;r2,v2;t� → fe�r2,v2;t���r1,v1;t�

+ fe�r1,v1;t���r2,v2;t� . �B9�

Use of this in the first hierarchy equation �B3� gives directly
the kinetic equation �15� discussed in the text.

��t + L���r,v;t� = − �fe�r,v�v · �r	 dr2Vee

�r − r2� 	 dv2��r2,v2,t� , �B10�

L = v · �r − me
−1��rUei�r�� · �v. �B11�
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APPENDIX C: SOLUTION TO KINETIC EQUATION

The operator L in Eq. �B3� is the generator for single
electron dynamics in the effective potential due to the ion
Uei�r�. The solution to the equation can be obtained in terms
of this single electron dynamics by direct integration

��r,v;t� = e−Lt��r,v;0�

− 	
0

t

d�e−L�t−��fe�r,v��v · �r	 dr2Vee

�r − r2�I�r2,�� , �C1�

I�r,t� =	 dv��r,v,t� . �C2�

The initial condition is given by Eq. �B4� which, according
to Eq. �A9�, can also be written as

��r1,v1;t = 0� = fe�r1,v1�emf�r1� . �C3�

An equation for I�r , t� follows from the substitution of Eq.
�C1� into Eq. �C2�.

I�r;t� =	 dve−Lt fe�r,v�emf�r�

− 	
0

t

d�	 dve−L�t−��fe�r,v��v · �r	 dr2

Vee�r − r2�I�r2,�� . �C4�

This is an integral equation for I�r ; t�, which can be written

	
0

t

d�	 dr2��r,t;r2,��I�r2;�� =	 dve−Lt fe�r,v�emf�r� .

�C5�

The dielectric function ��r , t−� ;r2� is defined by

��r,t − �;r�� = ��t − ����r − r��

+	 dr���r,t − �;r��Vee�r� − r�� , �C6�

where the polarization function is

��r,t;r�� =	 dve−Lt fe�r,v��v · �r��r − r�� . �C7�

With these results the correlation function from Eq. �B1�
becomes

C�t� =
r0

4

e2 	 drdve�r� · ��r,v;t� =
r0

4

e2 	 dre�r� · I�r;t�

=
r0

4

e2	
0

t

d�	 dre�r� ·	 dr2�−1�r,�;r2,� 	 dve−L�t−��

fe�r2,v�emf�r2�

=
r0

4

e2	
0

t

d�	 drdves�r,�� · e−L�t−��fe�r,v�emf�r� . �C8�

In the last equality the screened field es�r , t� has been intro-
duced.

es�r,t� 
 	 dr�e�r���−1�r�,t;r� . �C9�

Finally, using the stationarity of fe�r ,v� under the dynamics
generated by L gives

C�t� =
r0

4

e2	
0

t

d�	 drdvfe�r,v�es�r,�� · e−L�t−��emf�r�



r0

4

e2	
0

t

d�	 drdvfe�r,v�es�r,�� · emf�r�t − ��� .

�C10�

This is the form used in the text �Eq. �18��.
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